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Motivation

« The aim of this research is to study the role of ontologies and their

contributions in the semantic representation phase.

* We hope that the generated semantic representation of meaning
used by NLP systems for other multilingual applications such as
cross lingual information retrieval, summarization, machine

translation, and question answering.

« We expect that this approach redirect research to modern semantic
construction technologies for developing an adequate model of

semantic processing for Arabic.



Problem Definition

« There remains a need for an efficient model that can represent

Arabic meaning from Arabic text

« Semantic processing of human language is a problematic issue of

natural language processing.

 In this study we present semantic representation that reflects the

meaning for Arabic sentences using ontology.



Objectives

The main goals of this thesis a to:

To develop a model for semantic representation for Arabic
text using Arabic ontology

To establish Arabic concepts senses, as they should matched the

correct meaning of the target word in the handled sentence.

To Improve the semantic representation of a sentence's

Information content by considering ontology attributes.

To increase of machine understanding for Arabic text
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What is Understanding?

» Computer understanding is a challenge
problem in Artificial Intelligence

 Natural language processing needs an
understanding system to make the machine
understand human languages.

* Understanding is a transformation from
one representation to another.
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What is Text Analysis for

Semantic Computing?

Finding more about what we already know

EX. patterns that characterize known information
The search/browse OR finding a needle in a haystack” paradigm

Discovering what we did not know

Deriving new information from data
Ex. Relationships between known entities previously unknown

The ‘extracting ore from rock’ paradigm



Levels of Text Analysis

Information Extraction - those that operate

directly on the text input
this includes entity, relationship and event detection

Inferring new links and paths between key

entities

sophisticated representations for information content,
beyond the "bag-of-words" representations used by IR
systems

Scenario detection techniques

discover patterns of relationships between entities that
signify some larger event, e.g. money laundering
activities.



What do they all have In

common?

They all make use of knowledge of language (exploiting
syntax and structure, different extents)

Named entities begin with capital letters
Morphology and meanings of words

They all use some fundamental text analysis operations

Pre-processing, Parsing, chunking, part-of-speech,
lemmatization, tokenization

To some extent, they all deal with some language
understanding challenges

Ambiguity, co-reference resblution, entity variations etc.

Use of a core subset of theoretical models and algorithms

State machines, rule systems, probabilistic models, vector-space
models, classifiers, EM etc.



What i1s NLP?

e Branch of Al

« 2 Goals

— Science Goal: Understand the way language
operates

— Engineering Goal: Build system that analyze
and generate languages; reduce the man
machine gap

» Help iIn communication
— With computers (ASR, TTYS)

— With other humans (MT)
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WHAT IS UNDERSTANDING?

& Awareness ® Inference

[ Reading @ Interpretation

X. Relating Prediction
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A CHANGE MUST COME

é_/\’ We can no longer cope with understanding
unstructured data manually in a Big Data world.

21 We must tie technology that can scale
3 horizontally to the function of understanding.

In short, Understanding must become
Automated.



AUTOMATED UNDERSTANDING: IT°S ABOUT THE 80%
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HOW DO YOU AUTOMATE UNDERSTANDING?
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DEEP DIVE ON AUTOMATED UNDERSTANDING
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A GHANGE IS HERE NOW

Automated Understanding is the next wave of

Analytics. It deals with your data (vs. your machine’s
data) and how you make decisions.

It's here now, but we've only scratched the surface of
the value it can create

It gives us hope to reclaim our lives from the abuse of
attention and the constant worry of uncertainty.



~ ACHANGE 5 HERE NOW
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Where does It fit in the CS taxonomy?

Computer Science

- —

Databases Acrtificial Intelligence Algorithms Networking

Robotics Search
Information Machine Language
Retrieval Translation Analysis

N\

Semantics Parsing



Areas of Al and their inter-dependencies
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Why NLP Is important?

« Fundamental transition from the Industrial
Economy to the Knowledge Economy

« Knowledge Is coded in Language

» Huge amounts of data on the Internet,
Intranets, desktops

» We need applications for processing
(understanding, retrieving , translating,
summarizing, ...) this large amounts of
texts.



NLP challenging

Ambiguity
This Is what makes NLP challenging: The
Crux of the problem
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Stages of language processing

Phonetics and Phonology 43Sl <l sa¥l ale
Morphology < =l ale

Lexical Analysis

Syntactic Analysis s>l ¢ ddaall Ly
Semantic Analysis bl ¢ QYY2
Pragmatics aslee) yll

Discourse bl

30



Stages of language processing

Semantic Analysis

= Representation in terms of

« Predicate calculus/Semantic
Nets/Frames/Conceptual Dependencies
and Scripts

« John gave a book to Mary

« Give action: Agent: John, Object: Book,
Recipient: Mary

« Challenge: ambiguity in semantic role labeling
« (Eng) Visiting aunts can be a nuisance

31
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NLP Approches

* NLP can more or less follow theoretical
Insights
— Rule-based: model system with linguistic rules

— Statistical: model system with probabilities of
what normally happens

» Hybrid models combine the two

33



The Annotation of Data

* |f we want to learn linguistic properties
from data, we need to annotate the data

— Traln on annotated data
— Test methods on other annotated data
» Through the annotation of corpora, we

encode linguistic information in a
computer-usable way.

34



An Annotation Tool
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Knowledge Discovery Methodology
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NLP Applications

Classifiers: classify a set of document into
categories, (as spam filters)

Information Retrieval: find relevant documents to
a given query.
Information Extraction: Extract useful information

from resumes; discover names of people and
events they participate in, from a document.

Machine Translation: translate text from one
human language into another

Question Answering: find answers to natural
language questions in a text collection or
database... 38



NLP Applications(cont.)

Summarization: Produce a readable summary,
e.g., news about oil today.

Sentiment Analysis: identify people opinion on a
subjective.

Speech Processing: book a hotel over the phone,
TTS (for the blind)

OCR: both print and handwritten.

Spelling checkers, grammar checkers, auto-filling,
..... and more

39



Application #1: Machine Translation

» Using different techniques for linguistic
analysis, we can:
— Parse the contents of one language

— Generate another language consisting of the
same content

40



Example: Machine Translation
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Application #2: Question Answering

Yesterday Holly was running a marathon when she
twisted her ankle. David had pushed her.

1. When did the running occur?
2. When did the twisting occur?
3. Did the pushing occur before the twisting?

4. Did Holly keep running after twisting her ankle?



Application #3: Information Extraction

ridgestone Sports Co. said Friday it
has set up a joint venture i Taiwan
a local concern and a Japanese
trading house to produce golf clubs
to be shipped (0 Japan.

KEY:

Named Entity tagging

Chunk parsing: NGs, VGs, ,
conjunctions




Information Extraction: Filling

TemEIates

Bridgestone Sports Co. said Friday it has Activity:
set up a joint venture in Taiwan with
a local concern and a Japanese Type: PRODUCTION
trading house to produce golf clubs to Company:
be shipped to Japan. Product: golf clubs

Start-date:




NLP applications

Text Categorization

— Classify documents by topics, language, author, spam filtering,
information retrieval (relevant, not relevant), sentiment classification
(positive, negative)

Spelling & Grammar Corrections
Speech Recognition
Summarization

Dialog Systems
— Language generation



Corpus-based statistical approaches
to tackle NLP problem

— How can a can a machine understand these differences?
 Decorate the cake with the frosting
e Decorate the cake with the kids

— Rules based approaches, i.e. hand coded syntactic
constraints and preference rules:
 The verb decorate require an animate being as agent
» The object cake is formed by any of the following, inanimate
entities (cream, dough, frosting.....)
— Such approaches have been showed to be time consuming
to build, do not scale up well and are very brittle to new,
unusual, metaphorical use of language

 To swallow requires an animate being as agent/subject and a
physical object as object
— | swallowed his story
— The supernova swallowed the planet



Corpus-based statistical approaches
to tackle NLP problem

A Statistical NLP approach seeks to solve these
problems by automatically learning lexical and
structural preferences from text collections (corpora)

« Statistical models are robust, generalize well and
behave gracefully in the presence of errors and new

data.
* S0:
— Get large text collections
— Compute statistics over those collections
— (The bigger the collections, the better the statistics)



Corpus-based statistical approaches to
tackle NLP problem

 Topic categorization: classify the document into

semantics topics

Document 1

The U.S. swept into the Davis Cup
final on Saturday when twins Bob
and Mike Bryan defeated Belarus's
Max Mirnyi and Vladimir Voltchkov
to give the Americans an
unsurmountable 3-0 lead in the best-
of-five semi-final tie.

Topic = sport

Document 2

One of the strangest, most
relentless hurricane seasons on
record reached new bizarre heights
yesterday as the plodding approach
of Hurricane Jeanne prompted
evacuation orders for hundreds of
thousands of Floridians and high
wind warnings that stretched 350
miles from the swamp towns south
of Miami to the historic city of St.
Augustine.



Corpus-based statistical approaches to
tackle NLP problem

 Topic categorization: classify the document into
semantics topics

Document 1 (sport) Document 2 (disasters)

The U.S. swept into the Davis One of the strangest, most

Cup final on Saturday when twins relentless hurricane seasons on
Bob and Mike Bryan ... record reached new bizarre heights

yesterday as....

* From (labeled) corpora we can learn that:

#(sport documents containing word Cup) > #(disaster documents
containing word Cup) -- feature

« We then need a statistical model for the topic
assignment



Corpus-based statistical approaches

to tackle NLP problem

 Feature extractions (usually linguistics
motivated)

« Statistical models

- Data (corpora, labels, linguistic resources)



Agenda:

What is NLP?

Where does It fit In the CS taxonomy?
Why NLP Is important?

Stages of language processing

NLP Approaches

Applications

Objective

51



ODbjective



Objective

 (Generate semantic representation based on
ontology.
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